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Abstract— Many manipulation tasks require coordinated mo-
tions for arm and fingers. Complexity increases when the task
requires to control for the force at contact against a non-flat
surface; This becomes even more challenging when this contact
is done on a human. All these challenges are regrouped when
one, for instance, massages a human limb. When massaging, the
robotic arm is required to continuously adapt its orientation
and distance to the limb while the robot fingers exert desired
patterns of forces and motion on the skin surface. To address
these challenges, we adopt a Dynamical System (DS) approach
that offers a unified motion-force control approach and enables
to easily coordinate multiple degrees of freedom. As each human
limb may slightly differ, we learn a model of the surface using
support vector regression (SVR) which enable us to obtain a
distance-to-surface mapping. The gradient of this mapping,
along with the DS, generates the desired motions for the
interaction with the surface. A DS-based impedance control
for the robotic fingers allows to control separately for force
along the normal direction of the surface while moving in the
tangential plane. We validate our approach using the KUKA
IIWA robotic arm and Allegro robotic hand for massaging a
mannequin arm covered with a skin-like material. We show that
our approach allows for 1) reactive motion planning to reach
for an unknown surface, 2) following desired motion patterns on
the surface, and 3) exerting desired interaction forces profiles.
Our results show the effectiveness of our approach; especially
the robustness toward uncertainties for shape and the given
location of the surface.

I. INTRODUCTION

Body massage is among the most effective and widely
accessible means to recover from physical fatigue, and
a reliable means of occupational diseases prevention [1].
Therefore, it comes as no surprise that robotic systems
have been developed to try to recreate these benefits by
mimicking human massage patterns [2]. While there exist
several automated massage platforms on the market [3–8],
they are mainly limited to massaging the back and provide
very simple mechanical and repetitive movements. Massage
is a challenging task as it requires reactive and coordinated
arm-finger motion planning, safe and compliant interaction
as the robot is in direct contact with the human. Force exerted
on the skin using robotic fingers must vary following specific
patterns. The whole must be adaptive to be applied to the
variety of human limb surfaces. Therefore, in order to realize
effective and comfortable massage actions amenable to a
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Fig. 1: Robotic arm-hand setup for a massaging application.
The robot reaches the mannequin arm, moves back and forth
along it and performs massaging pattern using the thumb
varying the applied forces; i.e., high/low forces indicated by
red/blue circle.

wide range of end-users, several challenges in motion and
force control and surface modeling must be overcome.

Force control is an essential part of robotic system meant
to interact with objects and humans. Recent progresses have
shown the benefits of implicit force control (i.e., impedance
control [9]) over direct and explicit methods. By considering
the interaction dynamics (with possible disturbances and
uncertainties), impedance control approaches provide robust
and stable interaction with surfaces [10,11]. They ensure
that the interaction is safer and offer compliance during task
execution. When combined with dynamical systems for tra-
jectory generation, impedance control law provides a natural
adaptation of the motion pattern to the surface movement
[12]. It can also enable compliant and robust control of
motion and force simultaneously under surface movement
[13–15]. In our previous work [15], we only considered
interaction with surfaces using a robotic arm equipped with
a finger tool; i.e., a rigid non-actuated cylindrical shape tool
with a round tip to apply desired forces to surfaces. However,
many robotic tasks (such as massaging) require dexterous
manipulation where the robotic hand manipulates surfaces
and objects. For this purpose, in this work, we tackle the
problem to control for force exerted by fingers mounted on
a robotic hands in addition to controlling for compliant arm
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Fig. 2: (left) Our experimental setup to record the expert’s motions and forces during a massaging session for arm and
back/shoulder. OptiTrack markers are used to track the motion pattern and FingerTPS sensors are used to record the pressure
data. (right) Extracted motion-force patterns (from back/shoulder massage) for the thumbs which resemble a circular behavior
with applied pressured linked to the phase of the motion. Arm massage follows a similar pattern. It should be noted that
force and pressure are used interchangeably in this work since the FingerTPS system measures an average of the force
applied across the entire sensor surface; i.e., choosing N as the pressure unit in FingerTPS software.

movement to remain in contact with the surface.
Compliance for robot hands has been investigated exten-

sively to offer more robust grasps; see [16,17] for using
soft materials, [18] compliant mechanism at the fingertip,
[19–21] variable stiffness, and [22] Cartesian impedance
control. Such compliant mechanisms regulate the interaction
forces during the grasping and provide adaptable behavior to-
ward the environment with minimal control effort. However,
manipulation tasks (i.e., other than grasping) require algo-
rithms and control strategies for active compliant behavior
to generate a desired motion-force behavior toward an ob-
ject/surface. To achieve this, we use dynamical system-based
control framework where the physical interaction with the
environment can be learned from demonstrations. Dynamical
systems (DS) are effective tools to embed motion dynamics
that resemble human dynamics and can be trained from
human demonstrations [23]. This is advantageous when the
task is required to be performed in a human-like manner; see
[24,25] for human-like handover, [26] for obstacle avoidance
during reaching tasks, [27] for grasping, and [28,29] for
manipulation tasks. For the massaging task, such approach
is feasible when motion and force pattern can be learned
from expert therapist; see [30,31] for learning the force
patterns during shoulder massage, [32] for learning Chinese
massage therapy, and [33] for reproducing path and forces of
a skilled physician. Here, we exploit these concepts and show
how motion and force demonstrated by a therapist can be
embedded in a dynamical system’s framework and executed
on a robotic arm-hand system; see Fig. 1.

For robotic surface/object manipulation, task representa-
tion is one of the main challenges. On the other hand, for
reaching tasks, representing the goal of the reaching motion
as the attractor of a state-dependent dynamical system proves

to be efficient.
One reason for this efficiency is that such dynamics

operate on a normalized vector space where the robot reduces
its distance toward the goal through the desired dynamics.
However, regarding surface and object manipulation, object
or surface-oriented dynamics approach is less explored; i.e.,
having a distance function (from any arbitrary point in the
space to the object/surface) which allows for motion planning
for the robotic arm, hand, and fingers. Machine learning
techniques such as SVR and GPR have been used to model
the object surfaces and the distance to a surface [34,35]. In
this work, we use such mapping to control the robotic arm to
position the hand at a desired distance and orientation with
respect to the surface. Moreover, this mapping is used to
control the fingers to apply the force in the normal direction
and track the desired motions in the tangential plane as in
[15].

II. METHOD
In this section, we describe our experimental setup to

record expert therapist motions and forces in a massaging
scenario. Then, we present our control DS-based framework
for the arm-hand system. Finally, we show how SVR is used
to model a non-flat surface and to obtain a distance-to-surface
mapping which is used for motion-force control.

A. Learning from demonstrations

To reach a human-like massaging behavior, we collected
demonstration from a registered massage therapist. The
therapist demonstrated two types of massage; i.e., an arm
massage, and a shoulder/back massage. The massage pattern
and forces were recorded using the OptiTrack system [36]
for motion capture, and the FingerTPS system [37] to record
the forces exerted by the fingers; see Fig. 2(left). The
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Fig. 3: The control architecture for arm-hand coordination for surface manipulation. The Dynamical System (which is
learned based on human therapist demonstration) generates human-like patterns for motions and forces. The impedance
control computes the necessary joint torques for the thumb to fulfill the desired behavior. The torque mode control of the
finger allows for compliant interaction with the human receiving the massage. The SVR used to obtain a distance-to-surface
mapping which allows to control the wrist motion in order to maintain a fixed pose relative to the surface.
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Fig. 4: Modeling a surface using Support Vector Regression.
The contours represents the distance to the surface with
direction of the gradient. The blue trajectory denotes a
motion obtained by following the gradient where the yellow
arrow represents the normal direction of surface.

OptiTrack System had a recording frequency of 120Hz,
whereas the FingerTPS system had a frequency of 40Hz.
Therefore, the OptiTrack data was resampled to 40Hz during
pre-processing. The synchronization was done manually by
starting the recordings approximately at the same time.
However, there were slight adjustments made based on
the appearance of a pressure signal greater than zero and
visualizing the finger reaching the surface. The pressure data
was also detrended to remove the drift present in the sensors.
Furthermore, we adjusted the offset as to have positive values
for the pressure since the thumb was always in contact
with the surface. Finally, a low-pass filter with the cutoff
frequency of 2Hz was applied to smooth the signal.

Fig. 2(right) shows the demonstrations in term of motion-
force pattern of the thumbs. To model these patterns, we
use the following Dynamical System in the polar coordinate
systems. 

ṙ =−α(r− r0)

φ̇ = ω

Fd = g(θ)
(1)

In this DS, r, θ , and ω denote the radius, phase, and angular
velocity respectively. r0 represents the radius of the limit-
cycle. The convergence rate α > 0 ensures the stability of
this limit-cycle. The desired contact forces Fd is computed
based on the phase θ using the function approximator
g(.). Using the data collected during the demonstration, we
estimate r0, α , ω , and g(.). To learn g(.), we use Locally
Weighted Regression with RBF kernels which is is illustrated
in Fig. 2(right).

Using this model, and knowing the current phase at
any given moment during the movement, the force can
be determined. This provides valuable insight into how a
massage therapist applies forces while moving along the
surface which can be translated to the robotic application.

B. Control of robotic arm and hand

In our architecture, both the robotic arm and the hand (i.e.,
the thumb) are controlled in joint-torque mode which allows
for a compliant interaction with the environment; e.g., the
mannequin arm for our massaging experiment. This means
that the final command sent to the robot is the joint-torques.
To generate the desired motions and forces for the contact
task, we use our previous approach [15]. This approach is
illustrated in Fig. 3 for the control of the thumb on the
Allegro hand. The control objectives for the arm are:
• reach the surface and maintain a fixed relative dis-

tance/orientation
• move along the surface (i.e., mannequin arm) and main-

tain the a desired orientation.
For the thumb, we have the following objectives:



Fig. 5: Simulation of arm and back surface and massaging trajectory with force pattern overlaid. The surface was created
using artificially generated data and meshed to create a smooth surface. Using the same data, and SVR model was generated
and the gradient field (black arrows) around the surface determined. The linear trajectory (green line) represents how the
wrist approaches the surface, and its linear progression along the surface. The circular trajectory (red-blue line) represents
the trajectory of the thumb along the surface, implementing the circular motions of the massage. The changing color scale
represents the force (N) applied to the surface through the thumb.

• follow the motion-patterns generated by Eq. 1 in the
tangential plane of the surface

• exert the contact forces generated by Eq. 1 in the
orthogonal direction.

We show in the next sections how modeling the surface using
Support Vector Machine, along with the Dynamical Systems,
enables us to reach these control objectives.

C. Surface modeling using SVR

It is necessary to have an approximation of the distance
to the surface when interacting with a surface with an
arbitrary shape; especially for coordination between robotic
arm and hand. For instance, the wrist of the robot should
reach the surface while maintaining a safe distance while the
fingers should make physical contact and exert forces in the
normal direction. To obtain such mapping, we use Support
Vector Regression (SVR). Having sample points from a given
surface Ds, we create another data-set (D) of uniformly
distributed points and their distance to the nearest neighbor in
Ds; D = {{x,d} | d = min(||x,xs||2) ∀xs ∈Ds}. Then, using
SVR we approximate the mapping from each point in the
space (x) to its distnace to the nearest point of the surface
(d). As illustrated in Fig. 4, a distance-function is learned
from a set of sample points on the surface. The gradient of
this function allows the robot to reach the surface effectively.
Moreover, the gradient of this function at the surface serves
as an approximation for the normal vector. This allows the
robot to exert forces orthogonal (or at any other arbitrary
angle) to the surface.

D. Motion planning using DS and SVR

Using the approach explained in the previous part, we
generated a surface model for a generic human/mannequin
arm and back illustrated in Fig. 5. The green trajectory
demonstrates 1) reaching to the surface and, 2) moving along
it. This reference trajectory is used to control the robot’s
wrist. By controlling the robot wrist at a certain distance
and orientation, the robot places the thumb in a proper pose
w.r.t to the surface. In this proper pose, the thumb can follow
the motion pattern (of Eq. 1) in the tangential plane and exert
the desired contact forces in the orthogonal direction. This
simulated motion-force pattern is illustrated by the colored
trajectory where red parts represented higher contact forces
(obtained from g(.) in Eq.1).

For the linear motion along the human/mannequin arm, we
use a linear dynamical system. Upon reaching the attractor,
to generate back and forth motions, we relocate the attractor
to the other end of the arm. During this linear motion, the
gradient of the SVR model is used to maintain the wrist
at a certain distance for the surface. This distance, along
with orientation, is set experimentally to position the thumb
in an effective configuration with respect to the surface to
maximize the workspace of the thumb in the tangential plane;
i.e., aligning the two y-axes and z-axis with x-axis of the
mannequin arm.

Furthermore, as illustrated in Fig. 3, the position of the hu-
man/mannequin wrist and elbow is tracked using OptiTrack
system. Having these two landmarks, the pose of the SVR



Fig. 6: Snapshots of the robotic arm and hand motion towards the mannequin arm. The robotic arm uses DS and SVR to
reach the mannequin arm, where it makes contact when close enough to the arm (using the distance-to-surface function
modeled by SVR).

Fig. 7: Snapshots showcasing the compliance of the robotic arm. When the robotic arm is pushed away from the mannequin
arm, the robotic hand opens and the robotic arm is following the direction of the push.

model is updated. The desired velocity commanded by DS
(the linear motion for the arm, and the cyclic motion for the
finger) are modulated using the SVR to ensure the desired
contact behavior. Finally, the thumb applies the forces at the
desired position on the surface. In the next section, we report
on our robotic experimentation.

III. RESULTS
A. Reaching motion using SVR

The pose of the mannequin arm is tracked using the
OptiTrack system where markers are attached to each end.
The robot then initializes its movement towards the arm
by using the DS and SVR. Once it is close enough to the
lower part of the arm, which is the target area of massaging,
a command is sent to the hand to make contact with the
surface. This can be seen in Fig. 6. At all time, the robot is
compliant and can be pushed away from the arm. This opens
the hand and resets its targets as seen in Fig. 7. Given the
reactivity of the motion planner, the end-effector keeps its
desired pose relative to the surface when the arm is moving;
see Fig. 8. Such compliance and reactivity are important
components for the robot control as human subjects may
not be completely immobile and the robot needs to comply
through different perception modalities such as vision or
haptics.

B. Force-motion control of the thumb

Upon reaching the arm and making contact, the massaging
force-motion is generated and followed; see Fig. 9. The
circular motion patterns are better visible in Fig. 10 where
the robot wrist is fixed. Fig. 11 shows the applied forces
which depend on the pahse; as computed in Eq. 1. This can

be seen in Fig. 10, where the thumb applies less force in
the images with green border and more force in the images
with the red border. The fingers are also compliant while
performing the massage movements, which can be seen in
Fig. 12.

IV. DISCUSSION AND CONCLUSION

In this work, we proposed a framework based on Dy-
namical System and Support Vector Regression to perform
contact tasks that require robotic arm-hand coordination.
We learned the desired motion-force pattern from human
demonstrations and encoded them using dynamical systems.
Furthermore, we modeled the surface using SVR where the
approximation of the distance to the surface and its gradient
helped us with the coordinated motion planning for the robot
arm and hand/finger. Using the impedance-based dynamical
system approach, we delivered compliant interaction with the
environment for both arm and the hand. Furthermore, this
control approach allowed for motion-control (in the tangen-
tial plane) and force exertion (in the orthogonal direction)
on a nonlinear surface.

In this preliminary work, our results were limited re-
garding tracking performance; e.g., tracking error in force
and velocity commanded by Eq. 1. This was mainly due
to imprecision in sensing an actuation of the Alegro hand
in impedance mode. Nevertheless, our results pinpoint the
importance of new designs for robotic hands in terms of
actuation (larger workspace with higher torque generation),
perception (to measure the applied forces to the surface), and
control (to provide fast closed-loop control for impedance
control). Moreover, in this work, we applied our SVR-based
motion planning for a simple shape object (i.e., a mannequin
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Fig. 8: Snapshots of the end-effector keeping its orientation to the surface stable while the target is rotated. (Top)
Implementation during testing. (Bottom) Snapshots of visualization in RVIZ where each image (c-h) corresponds to the
images in the top row (a-d).
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Fig. 11: The applied force during the massage using the
Allegro hand thumb using the DS-based impedance control.
The force increases depending on the phase of the circular
dynamical system for the thumb, according to the demon-
strated movements from the massage therapist.

Fig. 12: The compliance of the Allegro hand during the
massage. Since the fingers are controlled in the torque
mode, they remain compliant to interaction with the human
receiving the massage. This behavior guarantees the safety
of the interaction.

Fig. 9: Snapshots showing the massaging motion performed
while the robotic arm is moving along the mannequin arm.

Fig. 10: The thumb is following a circular motion as indi-
cated by the blue circle. During a part of the motion, the
thumb applies the desired force necessary for the massage.
The corresponding snapshots where the thumb applies the
force is indicated by red frames. The snapshots with the
green frame indicate the moments when the thumb applies
a gentle touch to maintain the contact with arm.

arm and back). In future, we will consider more complex
shapes where considering only the distance (in form of
contours) is not enough for motion planning purposes.
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